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Glaucoma is an eye disease that usually occurs with the increased Intra-Ocular Pressure (IOP),
which damages the vision of eyes. So, detecting and classifying Glaucoma is an important and
demanding task in recent days. For this purpose, some of the clustering and segmentation
techniques are proposed in the existing works. But, it has some drawbacks that include ine±cient,
inaccurate and estimates only the a®ected area. In order to solve these issues, a Neighboring
Di®erential Clustering (NDC) — Intensity Variation Masking (IVM) are proposed in this paper.
The main intention of this work is to extract and diagnose the abnormal retinal image by
identifying the optic disc. This work includes three stages such as, preprocessing, clustering and
segmentation. At ¯rst, the given retinal image is preprocessed by using the Gaussian Mask
Updated (GMU) model for eliminating the noise and improving the quality of the image. Then,
the cluster is formed by extracting the threshold and patterns with the help of NDC technique. In
the segmentation stage, the weight is calculated for pixel matching and ROI extraction by using
the proposed IVM method. Here, the novelty is presented in the clustering and segmentation
processes by developing NDC and IVM algorithms for accurate Glaucoma identi¯cation.
In experiments, the results of both existing and proposed techniques are evaluated in terms of
sensitivity, speci¯city, accuracy, Hausdor® distance, Jaccard and dice metrics.

Keywords: Glaucoma detection; optic disc; Gaussian mask updated; neighboring di®erential
clustering; intensity variation masking; retinal image.

1. Introduction

Glaucoma is an optic nerve disease that is the major
cause of blindness in worldwide. Generally, it is a
disease of optic nerve that occurs due to the in-
creased or decreased °uid pressure inside of the
eye.1–3 The normal eye has the pressure of 21mm of

Hg, if it increases more than 21mm, the optic nerve

will be damaged. Also, it permanently damages the

vision and leads to the blindness if it is untreated.

Classi¯cation2,4 based on the Intra-Ocular Pressure
(IOP) elevation is more useful in establishing
the treatment for Glaucoma. Typically, there are
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di®erent types of Glaucoma, which are illustrated as
follows:

. Primary Open Angle Glaucoma

. Normal Tension Glaucoma

. Ocular Hypertension

. Primary Angle Closure Glaucoma

. Secondary Glaucoma

. Congenital Glaucoma

Moreover, Glaucoma5 is a silent disease that has
no symptoms and warning. So, early detection of
Glaucoma prevents from the permanent eye loss.
The normal and Glaucoma a®ected eye is shown in
Fig. 1.

1.1. Problem identi¯cation

Detecting glaucoma is an important and demanding
task in medical image processing. For this purpose,
various types of clustering and region prediction
algorithms such as, level set method,6 Active
Contour Model (ACM),7–9 fuzzy clustering10 and
k-means clustering11,12 algorithms are proposed in
the traditional works. Among these methods, then
level set model performs the intensity and texture-
based image segmentation processes by identifying
the retinal optic disc in the image. The existing
clustering and region-based methods are highly de-
pendent on the observer's experience. These tradi-
tional techniques are not automated, which are
manual, so the outcomes are based on the threshold
value. Generally, the experts only know the exact
threshold of manual detection process, which is
denoted as the observer's experience. This is a major
limitation of the existing techniques. Furthermore,
most of the papers used the circular, elliptical
and deformable models for disease identi¯cation.

Moreover, the existing techniques are time con-
suming, complex and not-suitable for day-to-day
use. To solve these issues, a Neighboring Di®erential
Clustering (NDC) with Intensity Variation Masking
(IVM) methods are used in this paper for accurate
Glaucoma detection and classi¯cation.

Contribution
The main contributions of this paper are as

follows:

. The main aim of this work is to extract and di-
agnose the abnormality of retina by identifying
the optic disc based on segmentation and clus-
tering processes.

. To remove an additive noise and to provide
smoothness to the image, a Gaussian Mask
Updated (GMU)-based ¯ltering technique is used.

. To predict the Region of Interest (ROI), the NDC
clustering method is employed, which clusters the
optic disc region and other retinal region.

. The novel concept of this paper are, it proposed a
new clustering technique based on the distance
between the nearest neighborhoods. Also, an
intensity-based segmentation technique is devel-
oped for avoiding the misclassi¯cation by
accurately identifying the location of optic disc
and cup region.

1.2. Organization

The remaining sections of this paper are organized
as follows: Section 2 presents the existing works
that are relevant to Glaucoma identi¯cation and
detection. Section 3 provides the detailed descrip-
tion about the proposed Glaucoma detection sys-
tem. Section 4 evaluates the results of both existing
and proposed techniques. Finally, the paper is
concluded and the future work to be carried out is
stated in Sec. 5.

2. Related Works

This section presents some of the existing works
related to detecting the abnormality in retinal
image processing.

2.1. Preprocessing

Naz and Rao13 recommended di®erent preproces-
sing techniques such as edge detection method,Fig. 1. Normal and glaucoma a®ected eyes.
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optimal thresholding method and manual threshold
analysis for Glaucoma detection. In this paper, an
ellipse ¯ltering was applied to smooth the image
and, to regulate the shape of segmented disc and
cup boundary. Wankhade et al.14 proposed an al-
gorithm to detect the retinal blood vessels for
diagnosis. This includes the following stages:

. Preprocessing

. Image enhancement

. Feature extraction

. SVM classi¯cation

For e±cient diagnosis, histogram equalization,
binarization and wavelet transformation processes
were applied in this work. Akram and Khan15

designed a computer aided system for early detection
of Diabetic Retinopathy (DR). In this paper, the bi-
nary masks were created for noisy area and back-
ground, which was the combination of 1's and 0's.
From this paper, it was analyzed that, it was im-
portant to determine both the foreground and
background for abnormality detection. Jamal et al.16

developed an automated system for the diagnosis of
DR eye disease. In this paper, the background esti-
mation and noise removal processes were performed
in the preprocessing stage for improving the quality
of the image. Moreover, the local mean and variance
were computed to remove the noise and to detect the
background. Devi et al.17 extracted various wavelet
features from three di®erent ¯ltering techniques that
includes symlets (sym 3), daubechies (db 3) and
biorthogonal (bio 3, bio 3.5 andbio 3.7) forGlaucoma
detection. In this paper, the normal and Glaucoma
images were classi¯ed with the help of energy sig-
natures obtained from 2D discrete wavelet trans-
form. Vijapur and Kunte18 suggested a pearson-R
correlation ¯ltering technique to detect Glaucoma.
Here, the vertical diameters of optic-cup and disc
were estimated to accurately segment the image.

2.2. Segmentation and clustering

Singh et al.19 developed an automatic image pro-
cessing technique for detecting Glaucoma from
digital fundus images. In this paper, the wavelet
feature extraction technique was integrated with
the optimized genetic feature selection technique for
diagnosis. It includes the following stages:

. Fundus image preprocessing

. Optic disc segmentation

. Wavelet feature extraction

. Feature selection using PCA

. Supervised classi¯cation

Here, a double windowing method was utilized to
calculate the center of the optic disc. The major
disadvantages of this paper were, it needs to improve
both the accuracy and e±ciency. Niwas et al.20

utilized the Minimum Redundancy Maximum Rele-
vance (MRMR) and unsupervised Laplacian score
feature selection algorithms for the detection of
Angle Closure Glaucoma (ACG). The main intention
of this paper was to segment the anterior part and to
select the redundant features for machine classi¯ca-
tion. The major disadvantages of this method were,
it was more expensive and required large memory
space. Maheswari et al.21 proposed an Empirical
Wavelet Transform (EWT) method for automatic
diagnosis of Glaucoma. The Least Square-Support
Vector Machine (LS-SVM) classi¯cation technique
was utilized to classify the images as normal or
Glaucoma. This work includes the following stages:

. Color extraction

. Feature extraction

. Feature ranking and normalization

. Classi¯cation using LS-SVM

The advantages of this paper were, it provided high
performance, utilized minimum number of features,
simple, fast and its performance do not depend on
the image resolution. However, it does not utilize a
large database for testing the proposed system,
which was major drawback of this paper. Chen
et al.22 proposed an Automatic feature learning for
Glaucoma Detection based on Deep LearnING
(ALADDIN) technique Glaucoma diagnosis. In
this paper, a contextualizing training strategy was
utilized to learn the deep features of Glaucoma.
Jayaram and Fleyeh23 surveyed the state-of-the-art
in computational convex hulls in image processing.
The major objectives of this paper were as follows:

. It explored the intricate applications

. It exploited the expanse of convex polygons

Samanta et al.24 recommended a Back Propagation
Neural Network (BPNN) classi¯cation technique
for Glaucoma classi¯cation. This work contains the
following stages:

. Image acquisition

. Feature extraction

. Image classi¯cation using BPNN

NDC-IVM: An automatic segmentation of optic disc and cup region
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The major advantages of this paper were, it utilized
the features of the entire image without selecting
the ROI, so it eliminated the complexity. Devasia
et al.25 used a Particle Swarm Optimization (PSO)
method for automatic optic disc localization and
segmentation. In the preprocessing stage, resizing,
blood vessels removal and red channel selection
processes were performed. Then, the histogram
equalization technique was applied to smooth the
image. The PSO extracts the optic disc based on the
global thresholding. Moreover, the publicly avail-
able dataset, namely, DRION was used to test the
proposed system. Paul et al.26 proposed a Gaussian
Mixture Model (GMM) to segment the Glaucoma
from the Optic Coherence Tomography (OCT)
images. In this paper, the ratio of the central por-
tion of the optic nerve was estimated for Glaucoma
diagnosis. Moreover, a curve partitioning method
was applied to detect both the optic nerve and disc
end points of the retinal and boundary. Mittapalli
and kande27 developed a novel blood vessel in-
painting method to segment both the optic disc and
cup from digital fundus images. The main intention
of this paper was to detect the Glaucoma in the
given image. Dutta et al.28 introduced an automatic
image processing method to detect the diabetic
retinopathy from fundus images. The main objec-
tive of this paper was to ¯nd the abnormalities
in the image based on the location with its distance
from macula. The advantage of this technique
was, it signi¯cantly reduced the computational
complexity.

2.3. Classi¯cation

Niwas et al.29 introduced a fully automated method
to detect the ACG abnormality from the OCT
image. In this paper, the features from the raw
Anterior Segment Optic Coherence Tomography
(AS-OCT) images were extracted without parame-
ter measurement and segmentation. It contains the
following stages:

. Image acquisition

. Computed Hierarchy of Algorithm Representing
Morphology (CHARM) features extraction

. Feature selection

. Multivariate classi¯cation

The major disadvantage of this paper was, the
features extracted from the raw AS-OCT images

were fully based on the compound image transfor-
mation. Moreover, the abnormality detection using
manual labeling in huge ACG dataset was time
consuming task. Niwas et al.30 suggested a wavelet-
based Local Binary Pattern (LBP) method for as-
sessment of AS-OCT images. The major objective of
this method was to collect the high quality AS-OCT
images for the Glaucoma diagnosis. Here, the Naïve
Bayes classi¯cation technique was applied to attain
the ¯nal quality parameter. The main advantage of
this method was, it selected the best image for ACG
diagnosis with high accuracy. Issac et al.31 developed
an adaptive threshold-based segmentation technique
to improve the detection and classi¯cation of Glau-
coma. This work comprises the following stages:

. Feature extraction

. Classi¯cation

In this work, two di®erent techniques such as Sup-
port Vector Machine (SVM), Arti¯cial Neural
Network (ANN) were utilized for classi¯cation.
Here, the Glaucoma was detected by considering
the cup-to-disc ratio (CDR) and Neuro-Retinal Rim
(NRR) area. However, it need to consider some al-
ternate features of Glaucoma for improving the
performance of detection, which was the main
drawback of this method. Abirami and Shoba32

proposed a Fuzzy min–max Neural Network based
on Data Core (DCFMN) technique for Glaucoma
classi¯cation. This technique has three di®erent
layers that includes, input layer, middle layer and
output layer. This work has the following stages:

. Color conversion, resizing and pruning

. Image enhancement

. Contrast adjustment

. Noise removal

. Segmentation

From this survey, it is analyzed that the existing
segmentation and classi¯cation techniques e±-
ciently detects the Glaucoma from the given image.
But, it has some major drawbacks, which are clearly
discussed in this section.

3. Proposed Method

This section presents the detailed description of
the proposed Glaucoma detection and segmenta-
tion. At ¯rst, the given image is preprocessed to
eliminate the noise by employing the GMU
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mechanism. Then, the cluster is formed in two
ways, in the ¯rst way, the intensity di®erence is
calculated. Then, the threshold is extracted, based
on this value, the cluster is formed. In another way,
the window is formed and the di®erence between
the pixels is estimated for pattern extraction. Then,
the weight of both clusters are calculated and it will
be given as the input of segmentation. Here, the cup
region and disc are segmented based on the ROI
value. The °ow of the proposed system is shown in
Fig. 2, which contains the following stages:

. Preprocessing

. Clustering

. Segmentation

3.1. Preprocessing

The main intention of preprocessing the images is
to improve the quality of the image by eliminating

the noise and highlighting the features that are used
in image segmentation. Before Glaucoma detection,
the image must be preprocessed for getting a better
quality. The most important problem in image
processing is denoising, which is based on the fea-
tures of the image. Moreover, it eliminates the noise
and the edge blurring. In the existing works, there
are many enhancement and preprocessing techni-
ques including gray scale handling, histogram
equalization and ¯ltering for enhancing the quality
of the image. The major drawback of the existing
techniques are, a part of the noise still remains,
threshold selection is a tough task, inherent reduc-
tion in overall image contrast and direct estimations
are not accurate. Also, the low pass and high pass
¯ltering techniques use the general format, so it may
contain the blurred e®ect. Thus, the image must be
tuned before processing it.

In order to solve these issues, a new technique,
namely, GMU is used to preprocess the given image.

Fig. 2. Overall °ow of the proposed system.

NDC-IVM: An automatic segmentation of optic disc and cup region
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It eliminates the white Gaussian noise component
and enhances the image quality for smoothing the
image. In this technique, the losses are avoided by
utilizing the value of neighborhoods. Also, it
increases the e®ect of smoothening, so the image is
preprocessed in a better quality. In Algorithm 1, the
test image I is given as the input and the mask is
initialized at the window size of (3� 3). Then, the
Gaussian distribution of the mask GðxÞ is initialized
with the values of mean � and standard deviation �.
Then, for each row and column, the window W is
projected over the image matrix. After that, the
neighboring pixel variation is veri¯ed and if the

center index of the value is greater than the weight
boundary, the neighboring points of the ¯ltered
image is estimated. Figure 3(a) shows the original
retinal image and Fig. 3(b) shows the output of
preprocessed image.

3.2. Clustering

After preprocessing the image, the ¯ltered image Y
is given as the input of clustering. Here, the cluster
is formed based on the threshold and pattern ex-
traction. In medical processing, clustering is de¯ned
as the process of organizing the image based on the

Algorithm 1. Gaussian Mask Updated
Input: Test image ‘I’
Output: Filtered Image, ‘Y ’
Step 1: Initialize the Mask at window size (3 × 3).
Step 2: Initialize Gaussian distribution for the mask,

G(x) = 1
σ

√
2π

e− (x−µ)2

2σ2 //Where, G(x) - Gaussian distribution, σ − standard
deviation and µ − mean.

Step 3: for (i = 2 to R − 1)//Where, R - Row size of image
Step 4: for (j = 2 to C − 1)//Where, C - Column size of image
Step 5: W= Ii−1 to i+1, j−1 to j+1//Project window over image matrix as, W – weight

factor;
Step 6: T = G(W )// T – Temporary variable;
Step 7: if ((T ∼ W (Boundary)) > T (5))//Check neighboring Pixel variation.
Step 8: Y (i, j) = ΣT

l //Where ‘l’ = number of neighbors;
Step 9: end if
Step 10: end loop j;
Step 11: end loop i;

(a) (b)

Fig. 3. (a) Input image and (b) preprocessed image.

U. Balakrishnan

1750007-6

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
7.

10
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 H

U
A

Z
H

O
N

G
 U

N
IV

E
R

SI
T

Y
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 o

n 
09

/2
2/

18
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



attributes or pixels. For clustering, the existing
techniques such as Fuzzy C-Means (FCM), Self-
Organizing Map (SOM) and K-means are devel-
oped. But, it needs a threshold value and it requires
to frame the rules for clustering. So, increases the
time and memory complexity. To overcome these
issues, this work developed a NDC technique for
clustering the image. It ¯nds the minimum and
maximum di®erences between the neighbors to
separate the histogram part. Based on this, the
clustered output is obtained. The neighboring-
based clustering technique fully works based on the
concepts of mapping and distance. So, there is no
need to ¯x the threshold value, this is the major
advantage of the NDC technique. Based on the
pattern recognition, the map result is updated and
the map range is estimated by using the nearest
neighbors. If the di®erence is greater than the map
range, the system provides the clearance clustering
result.

The main intention of clustering is to form a
group of similar pixels in a speci¯c region. In
Algorithm 2, the maximum limit of image pixel in-
tensity (Mp) is initialized with the maximum and
standard deviation of Y coordinate point. Then, a
Map window is created for clustering the image
based on the range of Mp. The window coordinates
Wx and Wy are estimated based on the value of
Mw and Y . After that, the radius value R is ini-
tialized that represents the limit of moving window
for updating the cluster weight (Cw). It will be
extracted by ¯nding the exponential of x;Wx; y and
Wy. Then, the mapping window and radius values
are updated, where the radius is updated for each n
number of iteration. The distance D of the cluster
weight is updated based on the intensity value. The
minimum cluster index ða; bÞ is extracted based on
the distance value. The centroid of the cluster is
estimated by varying the distance vector. After
that, the indexed cluster is projected over the image
for ¯nding the best matching of image pixel with
the cluster matrix. Finally, the clustered output is
labeled in Cij and the iteration is repeated for each
label updating.

The main advantages of the proposed NDC
technique are as follows:

. It eliminates the noisy spots

. It obtains more homogeneous regions in the image

. It reduces the false blobs

. It is computationally faster

3.3. Segmentation

Segmentation is de¯ned as the process of splitting
an original image into digital images that is mainly
used for object identi¯cation. It splits the object
into set of pixels that are assigned di®erent labels.
The main aim of segmenting the given image is to
modify the representation of image into meaningful.
For segmentation, the PSO, blood vessel segmen-
tation, edge growing, contour segmentation and
thresholding techniques are developed in the exist-
ing work. But, it has some major drawbacks include:
the mathematical formulation and high computa-
tion complexity. Also, inconsistent quality of seg-
mentation, the limitation of regions mapping, and
the locations are restricted. In order to solve these
issues, this work proposed an IVM technique based
on the cup region and the optic disc of the retinal
image. Moreover, it locates the objects and bound-
aries based on the similarity and discontinuity of
the pixels. It divided the entire image into sub-
regions based on the common patterns. Also, it
estimates the size of optical disc and exudates for
clear location.

In Algorithm 3, the clustering image C and ¯l-
tered image Y are given as the input. Here, the
clustering constant �, the inner weight � and ex-
ternal weight � are initialized with the values of 0.2
and 1. Then, the cluster coordinates xi, yi and the
binary mask Ixy are initialized. The observation
coe±cient is extracted with the weight factor and
it will be updated based on the value of cluster
average. After that, the best light intensity is
identi¯ed and the beta value is updated. The
coordinates of x position and y position are also
updated. The contour is applied for the value
of �xy index. These steps are repeated until
reaching the maximum iteration limit. Finally, the
segmented output S is estimated based on the
updated mask value. Figure 4 shows the step by
step output results of optic disc and cup region
segmentation.

The major advantages of the proposed IVM
segmentation technique are as follows:

. It is highly °exible that performs an automatic
and interactive process for segmentation

. It generates clear object boundaries from the
inner point to the outer regions

. It is e±cient and fast for implementation

. It can be used in many real-time applications

NDC-IVM: An automatic segmentation of optic disc and cup region
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3.4. Results

This section evaluates the results of both existing
and proposed techniques in terms of sensitivity,
speci¯city, accuracy, jaccard, dice and Hausdor®
distance. The existing techniques considered in this

work are, Airpu® Intra-Ocular Pressure (IOP),

super-pixel, Locally Linear Embedding (LLE),

Sparse Coding (SC), Locality-constrained Linear

Coding (LLC), Sparse Dissimilarity-constrained

Coding (SDC) and ACM. The dataset used in this

Algorithm 2. Neighboring Differential Clustering (NDC)
Input: Filtered image ‘Y ’
Output: Clustered Image ‘C’
Step 1: Initialize maximum limit of image pixel intensity as, Mp = {max(Y ), std(Y )} //

Where, Mp – Maximum limit;
Step 2: Mwi = 1

1+e−YN (MPi)
// Where, ‘i’ – 1, 2, . . . , N , N represents the Size of Window.

Step 3: [Wx, Wy] =
(i, j) if (Mw(i, j) ∼ Mp)2 > Max(Y )

0 Otherwise
//where ‘i’ and ‘j’ are row and column size of

Map window.
Step 4: Initialize Radius, R = size(Wx); //This radius represents limit of moving window for updating cluster

weight.
Step 5: Cluster weight extraction,

Cw = R ∗ e−
√

(x−Wx)2+(y−Wy)2/(2 ∗ R)

Step 6: Update mapping window by,

Mwi,j = Mwi,j + (Cw ∗ MwWx,Wy) − Mwx,y

Step 7: Update the Radius of searching as,

R = R +
Max(Mw)

Max(Mw) + (Er ∗ t)
− 1 ∗ α

Where, Er = (100−Max(Mw)), α represents the cluster constant and t represents the Number of iteration.
Since the Radius value was updated for each ‘n’ number of iteration.

Step 8: Distance of cluster weight for change in intensity as,

D = (Mwi ∼ Mwj)2

Step 9: Extract minimum cluster index of distance vector ‘D’

[a, b] = min(D)

Step 10: Estimate centroid of cluster in varying Distance vector.
For i = 1 to size (Mw)

If (a > 0 && a < R)
Cent(i) = Mw(i)+Mw(b)

2
Idx(b) = 0;
D(b, i) = 0;
[a, b] = min(D);

End If;
End ‘i’ loop

Step 11: Project the indexed cluster over image and find best matching of image pixel with clustering matrix as,

[Vec, Indx] = min(P (Cent)2)

Step 12: Labeled Cluster Output, Cij = Y (Indx)
Step 13: Repeat Iteration for each label updation.

U. Balakrishnan
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work to evaluate the performance of all these tech-
niques is Singapore Chinese Eye Study (SiMES).33

(1) Dataset Description

The SiMES dataset contains 2326 di®erent subject
eyes images, which are acquired by using the
Canon-DGi and Canon CR-1 Mark-II digital retinal
cameras. The dimension of the images are 3072 �
2048 that have been manually measured by the
trained professionals. In this dataset, there are 168
images which are diagnosed as glaucomatous by the
ophthalmologists. Moreover, the SiMES dataset is
randomly split into 325 are training images and 325
are testing disc images.

(2) Sensitivity and Speci¯city

In medical image processing, the sensitivity and
speci¯city measures are widely used for diagnosis
purpose. Sensitivity is de¯ned as the true positive
divided by the sum of true positive and false neg-
ative. Also, it is de¯ned as the proportion of true
positives that are correctly identi¯ed by the pro-
posed NDC-IVM technique. Similarly, speci¯city is
de¯ned as the number of true negative results that
are divided by the sum of the number of true
negatives and false positives. The sensitivity and
speci¯city are calculated as follows:

Sensitivity ¼ TP

TPþ FN
; ð1Þ

Algorithm 3. Intensity Variation Masking
Input: Clustered image ‘C’, Filtered Image ‘Y ’
Output: Segmented Image ‘S’
Step 1: Initialize α = 0.2, γ = 1.0, β = 1.0;

Number of Labeled Cluster, n = size of C;
Number of grids, m = Number of element in C;

Step 2: Mn = ΣC
m

Step 3: Initialize Coordinates of Cluster C;
[xi, yi] = Coordinates(Ci);//Where, i = 1, 2, . . . , n

Step 4: Initialize Binary Mask,

Ixy =
1, if Cxy == Max (C)
0, Else

Step 5: Extract observation coefficient,
γ = n

i=1 wif + w0;//Where, w = [w0, w1, . . . , wn] represents the weight vector for Image Intensity Y,
f represents the distance between nearest pixel intensity and w can be estimate as,

wi = (Y0◦ ∼ Mn)2 + (Y90◦ ∼ Mn)2

Step 6: Update Coefficient as,
γ = γ × (xi − xj)2 + (yi − yj)2;//Where, i = 1, 2, 3, . . . , n, j = 1, 2, 3, . . . , m;

Step 7: If (I(i) < I(j))//Check best light intensity;
Step 8: βxy = 1 ∗ e(−γ∗γ2

1);//Update beta value;
Step 9: Update coordinates;

x position, xn = xn(i) ∗ (1 − β) + xn(j) ∗ β + α ∗ (C(i) − Mn),
y position, yn = yn(i) ∗ (1 − β) + yn(j) ∗ β + α ∗ (C(j) − Mn)

Step 10: Apply Contour for the ‘βxy’ Index
Step 11: Update Mask, I as

Ixy =
1, if βxy == 1
0, Else

Step 12: Repeat Steps until maximum iteration limit.
Step 13: Segmented Output,

S = Ixy

NDC-IVM: An automatic segmentation of optic disc and cup region
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. (a) Blood vessel in binary representation. (b) Blood vessel extraction. (c) Optic disc binary representation. (d) Optic disc
expected location. (e) Optic disc detection. (f) Cup region binary representation. (g) Cup region extraction and (h) Optic disc and
cup region segmentation.
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Specificity ¼ TN

TNþ FP
; ð2Þ

where, TP represents the true positive, FP repre-
sents the false positive, TN indicates the true negative
and TP indicates the true positive. Figure 5 shows the
sensitivity and speci¯city of the proposed NDC-IVM
technique with respect to the number of segmented
images. The terms used to de¯ne the sensitivity and
speci¯city values are illustrated in Table 1.

The comparison between the existing and proposed
techniques based on the sensitivity and speci¯city
values are depicted in Fig. 6, where the x-axis

represents the speci¯city and y-axis represents the
sensitivity. When compared the ACM model, the
ROC of the proposed NDC-IVM is better with re-
spect to the sensitivity and speci¯city values.

(3) Accuracy

The accuracy of the diagnostic test can measure
how correct a diagnostic test identi¯es and excludes
a given condition. It is determined from the sensi-
tivity and speci¯city values, which is calculated as
follows:

Accuracy ¼ TNþ TP

ðTNþ TPþ FNþ FPÞ : ð3Þ

Figure 7 shows the accuracy of the proposed NDC-
IVM technique with respect to the number of seg-
mented images.

(4) Jaccard and Dice

Jaccard and Dice are the similarity measures that
are mainly used for diagnosis purpose in medical
image processing. Jaccard is de¯ned as the ratio
between the intersection and union of two objects,
then it varies from 0 to 1. If the value is 1, the two
objects are identical and their sets have no common
regions. Moreover, it ¯nds the overlap between two
labeled regions r in I1 and I2 over the union. It is
calculated as follows:

Jaccard ¼ jAr1 \Ar2j
jAr1 [Ar2j

: ð4Þ

To analyze the classi¯cation rate of the ground
truth image, the Jaccard distance is used in this

(g) (h)

Fig. 4. (Continued)

Fig. 5. Sensitivity and speci¯city.

NDC-IVM: An automatic segmentation of optic disc and cup region
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work. Also, it is used to predict the outcome of the
intersection ratio. Figure 8 shows the Jaccard and
Dice values of the proposed technique, where the
x-axis represents the number of segmented images
and the y-axis represents the Jaccard/Dice simi-
larity measure. Dice is a similarity measure that
¯nds the similarity between two di®erent images A1

and A2, which is calculated as follows:

Ds ¼
2:jAr1 \Ar2j
Ar1j j þ jAr2j

: ð5Þ

(5) Hausdor® Distance

Hausdor® distance is a mathematical construct that
measures the closeness of two sets of points, which
are the subsets of a metric space. It is mainly used
to ¯nd the degree of resemblance between two
objects. Figure 9 shows the Hausdor® distance of
the proposed system, where the distance is calcu-
lated based on the number of segmented images.

Table 1. Terms used to de¯ne sensitivity, speci¯city and accuracy.

Outcome of the
diagnostic test

Condition determined by the standard of truth

Positive Negative Row total

Positive TP FP TP þ FP (Total number of
subjects with positive result)

Negative FN TN FN þ TN (Total number of
subjects with negative test)

Column total TP þ FN (Total number of
subjects with given condition)

FP þ TN (Total number of subjects
without given condition)

N ¼ TP þ TN þ FP þ FN
(Total number of subjects in
study)

Fig. 6. ROC curve.

Fig. 7. Accuracy. Fig. 8. Jaccard and Dice.

U. Balakrishnan

1750007-12

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
7.

10
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 H

U
A

Z
H

O
N

G
 U

N
IV

E
R

SI
T

Y
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 o

n 
09

/2
2/

18
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



In this analysis, the Hausdor® distance is mainly
used to check the relevancy between the ground
truth image and the segmented output image. If the
relevancy level is high, it provides an accurate
matching results.

(6) Comparative Analysis

Table 2 compares the performance of both exist-
ing33 and proposed techniques based on Cup to Disc
Ratio (CDR) error, pearson correlation and Area
Under Curve (AUC). When compared to these
existing techniques, the proposed NDC-IVM pro-
vides the better results. The larger CDR indicates
the high risk of Glaucoma that is computed based
on the ratio between the vertical cup diameter to
the disc diameter clinically. Then, the pearson
correlation measures the linear correlation between
the manual and automated CDR. The AUC is the
overall measure of the diagnostic strength of a test.
Moreover, it is smaller during the diagnostics

process. From this analysis, it is evident that the
proposed NDC-IVM provides the minimized CDR
error, high pearson correlation and AUC.

Table 3 compares the performance of existing
ACM34 and proposed NDC-IVM models. The
parameters considered for this analysis are, true
positive, true negative, false positive, false negative,
accuracy, sensitivity, speci¯city, False Acceptance
Rate (FAR) and False Rejection Rate (FRR). From
the results, it is analyzed that the proposed NDC-
IVM provides the better results, when compared to
the ACM.

4. Conclusion and Future Work

This paper proposed an enhanced NDC-IVM-based
clustering and segmentation techniques for Glau-
coma identi¯cation from retinal images. The main
aim of this paper is to accurately identify the cup
region and optic disc of the Glaucoma a®ected
image. This work contains three stages: preproces-
sing, clustering and segmentation. In preprocessing,
the GMU technique is employed to eliminate the
noise and to improve the visual quality of the image.
Then, the ¯ltered image is clustered based on the
pattern and threshold extraction processes by using
the proposed NDC clustering technique. After that,
the pixel matching and weight updation processes
are performed to segment the image. For this pur-
pose, the IVM technique is used to accurately seg-
ment the cup region and optic disc from the given
retinal image. The performance of both existing and
proposed NDC-IVM techniques are evaluated in
terms of sensitivity, speci¯city, accuracy, jaccard,
dice, Hausdor® distance, CDR, pearson correlation

Table 2. Performance analysis for SiMES dataset.

Methods CDR error Pearson correlation AUC

Airpu® IOP — — 0.59
ACM 0.121 0.351 0.628
ASM 0.117 0.328 0.613
Level set 0.124 0.447 0.68
Superpixel 0.078 0.59 0.8
LLE 0.08 0.47 0.75
SC 0.071 0.59 0.8
LLC 0.072 0.6 0.81
SDC 0.064 0.67 0.83
NDC-IVM 0.062 0.68 0.85

Table 3. Comparison between existing and proposed techniques.

Parameters

Active
contour

model (ACM) ASM Level set NDC-IVM

True positive 978 974 992 1007
True negative 482 391 401 510
False positive 64 92 82 36
False negative 83 150 132 54
Accuracy 0.9085 0.8494 0.8668 0.944
Sensitivity 0.9218 0.9136 0.9236 0.9491
Speci¯city 0.8828 0.7227 0.7523 0.9341
FRR 0.1469 9.3342 8.2141 0.0957
FAR 0.0614 5.725 5.1027 0.0345

Fig. 9. Hausdor® distance.

NDC-IVM: An automatic segmentation of optic disc and cup region
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and AUC. To evaluate the performance of these
techniques, the SiMES dataset is utilized. In this
evaluation, it is proved that the proposed NDC-
IVM outperforms the other techniques.
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